Compressing Deep Neural Networks with Probabilistic Data Structures
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ABSTRACT

This paper presents a lossy weight encoding method which complements conventional compression techniques including weight pruning and clustering. The encoding is based on the Bloomier filter, a probabilistic data structure that can save space at the expense of introducing random errors in the weights. Leveraging the ability of DNNs to tolerate these imperfections and by re-training around them, the proposed technique can compress DNN weights by up to 496× (a 1.51× improvement over the state-of-the-art) without sacrificing model accuracy.

1 INTRODUCTION

The continued success of deep neural networks (DNNs) comes with increasing demands on compute, memory, and networking resources. Moreover, the correlation between model size and accuracy suggests that tomorrow’s networks will only grow larger. This growth presents a challenge for resource-constrained platforms such as mobile phones and wireless sensors. As new hardware now enables executing DNN inference on edge devices [1,10], a practical issue is distributing the latest models, especially in regions not equipped with high-bandwidth networks. For instance, it is estimated that, globally, 800 million users will still use 2G networks in 2020 [4], which can take up to 30 minutes to download 20MB of data. Today’s DNNs are on the order of tens to hundreds of MBs, making them difficult to distribute even on high-speed connections. In order to support state-of-the-art deep learning methods on edge devices, techniques to reduce the size of DNN models without sacrificing model accuracy are needed.

Model compression is a popular solution for this problem. A variety of compression algorithms have been proposed in recent years, and many exploit the intrinsic redundancy in model weights. The majority of this work has focused on ways of simplifying or eliminating weight values (e.g., through weight pruning and quantization), while comparatively little effort has been spent on devising techniques for encoding and compressing.

In this paper we present Weightless [11]: a novel lossy encoding method based on Bloomier filters, a probabilistic data structure [3]. Bloomier filters inexactly store a function map, and by adjusting the filter parameter, we can elect to use less space at the cost of erroneous values.

We use this data structure to compactly encode the weights of a DNN, exploiting redundancy in the weights to tolerate some errors. In conjunction with existing weight simplification techniques, namely pruning and clustering, our approach dramatically reduces memory and bandwidth requirements for over-the-wire transmission of DNNs. Weightless demonstrates compression rates of up to 496× without loss of accuracy, improving on the state of the art by up to 1.51×.

2 WEIGHTLESS

2.1 The Bloomier filter

A Bloomier filter generalizes the idea of a Bloom filter [2]. Given a subset \( S \) of a universe \( U \), a Bloom filter answers queries of the form, “Is \( v \in S \)?”. If \( v \) is in \( S \), the answer is always yes; if \( v \) is not in \( S \), there is some probability of a false positive. By allowing false positives, Bloom filters can dramatically reduce the space needed to represent the set. A Bloomier filter [3] is a similar data structure but instead encodes a function. For each \( v \) in a domain \( S \), the function has an associated value \( f(v) \) in the range \( R = \{0, 2^r\} \). Given an input \( v \), a Bloomier filter always returns \( f(v) \) when \( v \) is in \( S \). When \( v \) is not in \( S \), the Bloomier filter returns a null value \( \perp \), except that some fraction of the time there is a “false positive”, and the Bloomier filter returns an incorrect, non-null value in the range \( R \).

Decoding Let \( S \) be the subset of values in \( U \) to store, with \( |S| = n \). A Bloomier filter uses a small number of hash functions (typically four), and a hash table \( X \) of \( m = cn \) cells for some constant \( c \) (1.25 in this paper), each holding \( t \times r \) bits. For hash functions \( H_0, H_1, H_2, H_M \), let \( H_{0,1,2}(v) \rightarrow \{0, m\} \) and \( H_M(v) \rightarrow \{0, 2^r\} \), for any \( v \in U \). The table \( X \) is set up such that for every \( v \in S \),

\[
X_{H_0(v)} \oplus X_{H_1(v)} \oplus X_{H_2(v)} \oplus H_M(v) = f(v).
\]

Hence, to find the value of \( f(v) \), hash \( v \) four times, perform three table lookups, and exclusive-or together the four values. Like the Bloom filter, querying a Bloomier filter runs in \( O(1) \) time. For \( u \notin S \), the result, \( X_{H_0(u)} \oplus X_{H_1(u)} \oplus X_{H_2(u)} \oplus H_M(u) \), will be uniform over all \( t \)-bit values. If this result is not in \( \{0, 2^r\} \), then \( \perp \) is returned, and if it happens to land in \( \{0, 2^r\} \), a false positive occurs and a non-\( \perp \) result is (incorrectly) returned. An incorrect value is therefore returned with probability \( 2^{r-t} \).

2.2 Weight encoding with Bloomier filters

We propose using the Bloomier filter to compactly store weights in a DNN. The function \( f \) encodes the mapping between indices of nonzero weights to their corresponding values. Given a weight
matrix $W$, define the domain $S$ to be the set of indices $\{i, j \mid w_{i,j} \neq 0\}$. Likewise, the range $R$ is $\{-2^{r-1}, 2^{r-1}\} - \{0\}$ for $a$ such that all values of $W$ fall within the interval. To enable weight value clustering (see below) this range is remapped to $\{0, 2^r\}$ and encodes the cluster indices. A null filter response means the weight value is zero.

Once $f$ is encoded in a filter, an approximation $W'$ of the original weight matrix is reconstructed by querying all indices. The original nonzero elements of $W$ are preserved in the approximation, as are most of the zero elements. A small subset of zero-valued weights in $W'$ will take on nonzero values as a result of random collisions in $X$, possibly changing the model’s output. As DNNs are well known to be robust to weight errors (e.g., [12]), we suspected the resulting false positives would not significantly impact model accuracy. The relationship between false positives and accuracy is given in [11].

Complementing Bloomier filters with simplification because the space used by a Bloomier filter is $O(\alpha t)$, they are especially useful under two conditions: (1) The stored function is sparse (small $n$, with respect to $|U|$), and (2) It has a restricted range of output values (small $r$, since $t > r$). To improve overall compression, we pair approximate encoding with weight transformations.

Pruning networks to enforce sparsity (condition 1) has been studied extensively [7, 8]. Weightless considers two different pruning techniques. Magnitude pruning with retraining is straightforward to use and offers good results. DNS [5] is a more aggressive technique proposed recently that prunes the network during training. We were able to acquire two sets of models, LeNet-300-100 and LeNet5, that were pruned using DNS and include them in our evaluation (VGG-16 is not available). Improving sparsity reduces the overall encoding size linearly with the number of non-zeros with no effect on the false positive rate (which depends only on $r$ and $t$). To improve overall compression, we pair approximate encoding with weight transformations.

When sending weight matrices over a network, it is not necessary to retain the ability to access weight values as they are being sent, so it is advantageous to add another layer of compression for transmission. We use arithmetic coding, an entropy-optimal stream code which exploits the distribution of values in the table [9].

### 3 RESULTS AND FUTURE DIRECTIONS

We evaluate Weightless using three models commonly used in DNN compression papers: LeNet-300-100 (LeNet-FC here), LeNet5, and VGG-16. Table 1 shows the results of applying Weightless to the largest layers of these models. Hyperparameter settings for the results can be found in [11]. The table includes compression ratios relative to 32-bit, non-pruned models. Compared to this baseline, Weightless is able to reduce the memory footprint by up to 496×. We also compare results to the current accepted weight compression method [6]. Weightless offers up to a 1.51× improvement over this aggressive baseline (CSR and Huffman encoding).

Looking forwards, we see avenues for continuing this line of research. First, as better mechanisms for pruning model weights are discovered, end-to-end compression with Weightless will improve commensurately. Weightless also scales much better with sparsity than existing methods [11]. Second, the theory community has already developed more advanced—albeit more complicated—construction algorithms for Bloomier filters, which promise asymptotically better space utilization compared to the method used in this paper. Finally, by demonstrating the opportunity for using lossy encoding schemes for model compression, we hope we have opened the door for more research on encoding algorithms and novel uses of probabilistic data structures.

<table>
<thead>
<tr>
<th>Model</th>
<th>Pruning Method</th>
<th>Layer</th>
<th>Compression Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet-FC</td>
<td>Magnitude</td>
<td>FC-0</td>
<td>59.1×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC-1</td>
<td>56.0×</td>
</tr>
<tr>
<td>DNS</td>
<td>FC-0</td>
<td></td>
<td>153×</td>
</tr>
<tr>
<td></td>
<td>FC-1</td>
<td></td>
<td>129×</td>
</tr>
<tr>
<td>LeNet5</td>
<td>Magnitude</td>
<td>CNN-1</td>
<td>42.8×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC-0</td>
<td>59.1×</td>
</tr>
<tr>
<td>DNS</td>
<td>FC-0</td>
<td></td>
<td>89.5×</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>333×</td>
</tr>
<tr>
<td>VGG-16</td>
<td>Magnitude</td>
<td>FC-0</td>
<td>119×</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FC-1</td>
<td>88.4×</td>
</tr>
</tbody>
</table>

Table 1: Weightless results on the largest layers of common models used to evaluate compression. Results are compared to the current state-of-the-art method [6] (Huffman below). The improvement (Improve) column shows Weightless offers up to a 1.51× improvement over [6].
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